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What’s this talk about?

● Humble introduction

● Clarify some concepts about ML and LM

● Democratize AI (a bit more, and focus on RE)

● Discuss ideas for the future

● Delegate part of our brain to a partner and feel a bit less alone



Perspectives

● The world is ending, machines will replace humans

● That’s a silly joke technologoy that can’t be trusted for anything serious 
and will be heavily regulated

● it’s a tool, lots of new applications to make us more productive and 
create better applications.
○ Let’s understand the basics and make it available for everyone to 

improve our lives



What’s this?
In short: Chat GPT
How does it work? What can we do? It is reliable?

● Machine Learning
○ Specific -> General Purpose

● Deep Learning
○ Bottleneck are human labeling data (2010
○ Pretrained models to avoid humans (2018)
○ Multi-purpose neural networks (2019)

● Language Model
○ Feeling, Topic, Purpose transformers
○ GPT3 can do anything (2023)



What’s a Tensor
Array of vectors. Aka a matrix

● Scalar = rank 0
● Vector = rank 1
● Matrix = rank 2
● Cube = rank 3
● …

A vector of the tensor space T(m,n)(V)
Definition:
● Object that is invariant
● Components change in a predictable
● Depending on the coordinate system.



What’s a Model
Read-only database containing the trained tensor values.
Training a model takes time and energy. So in order to make 
people’s life easier and reduce carbon footprint companies 
and individuals share them.

● Hugging Face 🤗 (community to share and learn, but 
also train and run AAS) 

○ https://huggingface.co/models
● Facebook🦙 (Llama default models)

○ https://ai.meta.com/llama/

But also, there are some uncensored models out there. 🤫
● https://erichartford.com/uncensored-models

https://huggingface.co/models
https://ai.meta.com/llama/
https://erichartford.com/uncensored-models


Training Data
● Must be formatted
● Pre-tokenize the dataset
● Compute tensors (ONNX)
● Quantify the them and convert

● Train from scratch
● Extend an already existing model
● Merge models

PYTORCH or CANDLE (rust)



Formatting Input
In order to train a model we need to format the data for pytorch/candle to 
find the patterns and massage the tensors properly.
● Plain Text file

○ XML-like (or using brackets) tokens
○ [SYS][/SYS]
○ <s>...</s> etc

● CSV
○ GitHUB copilot data (each column)

■ Lines removed
■ Lines added
■ Comments added
■ Extra metadata (like user, it was merged or not), …



Transformers
These functions are used to identify characteristics from the input in order 
to define the coordinate system to define the tensors to use.
● https://huggingface.co/docs/transformers/index

For example, the sentiment transformer from 🤗 works like this, but there 
are many other!
● https://arxiv.org/abs/1706.03762

https://huggingface.co/docs/transformers/index
https://arxiv.org/abs/1706.03762


FineTunning
● asitop 

like top for gpu, npu
…measures power 
consumption.

Take an already 
existing model and 
improve by adding 
extra information and 
changing the 
quantification / 
options.



Types of use cases / models / AI

● Text Generation
○ Token Length
○ Non Interactive
○ Autocompletion

● Interactive Chat
○ System Role
○ User Query
○ Context History

● Text, Image, Voice, Music <->

● Llama
● BERT
● Alpaca
● GPT
● PaLM2



Hardware
● CPU

○ Slow, intense and
● GPU

○ Orders of magnitude faster than CPU, but you need CUDA or Metal
● NPU

○ 100-1000x faster than GPU
● Neural Cells

○ https://www.mxwbio.com/technology/ (and other darpa based companies)

https://www.mxwbio.com/technology/?gclid=CjwKCAiA9tyQBhAIEiwA6tdCrMFEK1awdS-XHiO1djSx4txonUvcfCWtkNulrhsGWfIswcX7qNtV-hoCtbcQAvD_BwE


Anyone 
remember 
the title of 
the talk?!?



Oh yeah, r2ai



Integrating a LLM with r2
What can we do with it?

● Query Length limitations
● Local vs Remote
● Hardware Requirements
● Configurations and Complexity

Let’s do some brainstorming here..
● Can a LLM disassemble? Bytes - Text
● Can a LLM decompile? Disasm - HLL
● Can a LLM remove dead code?
● Explain functions logic or give it a name
● Write scripts for r2/js/r2pipe
● Clippy inline help assistant
● … 

$ r2pm -s r2ai

You can also use r2ai with 
those backends:

● Bard (Google)
● ChatGPT (OpenAI)
● LLama (Local) (Meta)
● GPT2 (toy)



Reverse Engineering Queries?
Which kind of things we can do for our RE purposes?
● Define a role (context for the LM to behave as a RE master or tool..
● R2 is good because it’s all text-driven

Queries
● Comment/Document Disassembly
● Create r2pipe / frida scripts
● Interactive r2 usage assistant
● Propose solutions to your problems

We need better specific trainings
● Disassemblers, decompilers, scripting



FMI
Images

● https://replicate.com/explore
● https://www.imagine.art/dashboard/tool/from-text

Voice
● https://github.com/rhasspy/piper

Chat
● https://chat.lmsys.org/
● r2pm -ci r2ai

LanguageModelsTools
● https://github.com/mlc-ai/mlc-llm
● https://github.com/woolfel/ml-macos-performance
● https://github.com/ggerganov/llama.cpp/blob/master/llama.h

https://replicate.com/explore
https://www.imagine.art/dashboard/tool/from-text
https://github.com/rhasspy/piper
https://chat.lmsys.org/
https://github.com/mlc-ai/mlc-llm
https://github.com/woolfel/ml-macos-performance/tree/main
https://github.com/ggerganov/llama.cpp/blob/master/llama.h


Questions?
Demo Time!



Starting the r2ai shell
You can run r2ai from the system shell:

● r2pm -r r2ai /bin/ls

Or from inside the radare2 shell to reuse the current session:

● [0x00000000]> #!pipe r2ai

Codellama, codellama, cherrypop models work very well, but you can build 
your own and share it!



The r2ai shell



The r2ai shell
● You can set the AI role with the $ command

○ $You are a calculator
○ $you are an expert in radare2
○ $you are the best vegan cooker in the world

● Set environment for the AI queries
○ %OS=Darwin  -> give me the output of `uname -a`
○ %USER=pancake  -> what is my username?

● reset -> to delete the chat history and start a new chat
● Run an r2 command and append the output in a [CODE] block on the 

query message for the LM to process it
● …
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