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ﬁWhat’s this talk about?

e Humble introduction
e Clarify some concepts about ML and LM

e Democratize Al (a bit more, and focus on RE)

e Discuss ideas for the future

e Delegate part of our brain to a partner and feel a bit less alone




ﬁPerspectives

e The world is ending, machines will replace humans

e That's asilly joke technologoy that can't be trusted for anything serious
and will be heavily regulated

e if'satool lots of new applications to make us more productive and
create better applications.
o Let's understand the basics and make it available for everyone to

improve our lives




ﬁWhat’s this?

In short: Chat GPT
How does it work? What can we do? It is reliable?

e Machine Learning
o Specific -= General Purpose

e Deep Learning
o Bottleneck are human labeling data (2010
o Pretrained models to avoid humans (2018)
o Multi-purpose neural networks (2019)

e Language Model
o Feeling, Topic, Purpose transformers
o GPT3 can do anything (2023)




ﬁWhat’s a Tensor

Array of vectors. Aka a matrix

e Scalar=rank O
Vector =rank 1
Matrix = rank 2
Cube =rank 3

A vector of the tensor space T(m,n)(V)
Definition:
e Object that is invariant

e Components change in a predictable
e Depending on the coordinate system.




ﬁWhat’s a Model

Read-only database containing the trained tensor values.

Training a model takes fime and energy. So in order to make
people’s life easier and reduce carbon footprint companies

and individuals share them.

Hugging Face & (community to share and learn, but
also train and run AAS)

o https://huggingface.co/models
Facebook Wy (Llama default models)

o https://ai.meta.com/llama/

But also, there are some uncensored models out there. @

https://erichartford.com/uncensored-models

Supported models:

LLaMA

LLaMA 2 ¥y

Falcon

Alpaca

GPT4AIl

Chinese LLaMA [ Alpaca and Chinese LLaMA-2 [ Alpaca-2
Vigogne (French)

Vicuna

Koala

OpenBuddy & (Multilingual)
Pygmalion 7B [ Metharme 7B
WizardLM

Baichuan-7B and its derivations (such as baichuan-7b-sft)

Aquila-7B [ AquilaChat-7B



https://huggingface.co/models
https://ai.meta.com/llama/
https://erichartford.com/uncensored-models
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Training Data

2080:
2090:
2100:
2110:
2120:
2130:
2140:
2150:
2160:
2170:
2180:
2190:
2200:
2210:
2220:
2230:
2240:

Must be formatted
Pre-tokenize the dataset

Compute tensors (ONNX)

Quantify the them and convert
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e Train from scratch
e Extend an already existing model
e Merge models

PYTORCH or CANDLE (rust)

First Citizen:
Before we proceed any further, hear me speak.

All:
Speak, speak.

First Citizen:
You are all resolved rather to die than to famish?

All:
Resolved. resolved.

First Citizen:
First, you know Caius Marcius is chief enemy to the people.

All:
We know't, we know't.




fFormatting Input

In order to train a model we need to format the data for pytorch/candle to
find the patterns and massage the tensors properly.

e Plain Text file
o XML-like (or using brackets) tokens

o [SYSII/SYSI
o <S> .</s=etc
o (CSV

o GitHUB copilot data (each column)
m Linesremoved
m Lines added
m  Comments added
m Extra metadata (like user, it was merged or not), ... J




ﬁTransformers

These functions are used to identify characteristics from the input in order
to define the coordinate system to define the tensors to use.

e https://huggingface.co/docs/transformers/index

For example, the sentiment transformer from €8 works like this, but there
are many other!

e https://arxiv.org/abs/1706.03762

pip install -q transformers

from transformers import pipeline

sentiment_pipeline = pipeline("sentiment-analysis"”

data = ["I love you", "I hate you"] label': 'POSITIVE', 'score': 0.9998%,
sentiment_pipeline(data) {'label': 'NEGATIVE', 'score': ©.9991%]



https://huggingface.co/docs/transformers/index
https://arxiv.org/abs/1706.03762

ﬁFineTunning

e asitop
like top for gpu, npu

..measures power
consumpfion.

Take an already
existing model and
improve by adding
extra information and
changing the
quantification /
opfions.

Apple M1 Max (cores: 2E+8P+24GPU)

PU Usage: 607 @ 1868 MHz
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GPU Usage: 4% @ 388
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P-CPU Usage: 87Z @ 3012 MHz

ANE Usage: 0% @ 0.0

Memory

RAM Usage: 17.4/32.0GB - swap:1.5/3.0GB

— CPU+GPU+ANE Power: 21.21W (avg: 21.20W peak: 23.04W) throttle: no
CPU: 21.34W (avg: 21.13W peak: 22.27W)
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GPU: 0.05W (avg: 0.26W peak: 1.13W)




fTypes of use cases [/ models / Al

e Text Generation

o Token Length

o Non Interactive

o Autocompletion
e Interactive Chat

o System Role

o User Query

o Context History

e Text, Image, Voice, Music <-=

Llama
BERT
Alpaca
GPT
PaLM2




fHardwa re

e CPU
o  Slow, infense and
e GPU
o Orders of magnitude faster than CPU, but you need CUDA or Metal
e NPU
o 100-1000x faster than GPU
e Neural Cells

o  https://www.mxwbio.com/technology/ (and other darpa based companies)

i
RRRERRRN S AREARNERY



https://www.mxwbio.com/technology/?gclid=CjwKCAiA9tyQBhAIEiwA6tdCrMFEK1awdS-XHiO1djSx4txonUvcfCWtkNulrhsGWfIswcX7qNtV-hoCtbcQAvD_BwE

Anyone
remember
the title of
the talk?!?







ﬁntegrating a LLM with r2

What can we do with it?

e Query Length limitations
e Local vs Remote

e Hardware Requirements

e Configurations and Complexity

Let's do some brainstorming here..

Can a LLM disassemble? Bytes - Text
Can a LLM decompile? Disasm - HLL
Can a LLM remove dead code?
Explain functions logic or give it a name
Write scripts for r2/js/r2pipe

Clippy inline help assistant

$ r2pm -s r2ai

You can also use r2aqi with
those backends:

Bard (Google)
ChatGPT (OpenAl)
LLama (Local) (Meta)
GPT2 (toy)




ﬁReverse Engineering Queries?

Which kind of things we can do for our RE purposes”?

e Define arole (context for the LM to behave as a RE master or toal..

e R2is good because it's all text-driven
Queries

e Comment/Document Disassembly

e Create r2pipe / frida scripts

e Inferactive r2 usage assistant

e Propose solutions fo your problems
We need better specific trainings

e Disassemblers, decompilers, scripting

1

I finally have

a conscience!

w




FMI

Images

e https://replicate.com/explore
e https://www.imagine.art/dashboard/tool/from-text

Voice

e https://github.com/rhasspy/piper
Chat

e https://chat.Imsys.org/

® r2pm -cCir2ai
LanguageModelsTools

e htips://qithub.com/mic-ai/mic-lim
e htitps://qithub.com/woolfel/ml-macos-performance
e htitps://qithub.com/ggerganov/llama.cpp/blob/master/llama.h



https://replicate.com/explore
https://www.imagine.art/dashboard/tool/from-text
https://github.com/rhasspy/piper
https://chat.lmsys.org/
https://github.com/mlc-ai/mlc-llm
https://github.com/woolfel/ml-macos-performance/tree/main
https://github.com/ggerganov/llama.cpp/blob/master/llama.h




ﬁStarting the r2ai shell

You can run r2ai from the system shell:
e r2pm -rr2ai/bin/ls

Or from inside the radare2 shell to reuse the current session:
e [OxOO000000I= #!pipe r2ai

Codellama, codelloma, cherrypop models work very well, but you can build

your own and share it!




" The r2ai shell

[0x100003950]> #!pipe r2ai
[0x100003950]>> ?

Usage: [!r2command] | [chat-query] | [command]

Examples:
? -> show this help
1'aod -> run the 'aod' command in r2 to describe the instruction and append it to the query
laa -> analyze the binary, run this r2 command without modifying the query buffer

:d.JS -> load the contents of the given file into the query buffer

/k=v  -> set environment variable

$system prompt -> define the role of the conversation

which instruction corresponds to this description? -> the query for the chat model
reset -> reset the chat (same as pressing enter with an empty line)

clear -> clear the screen

q -> quit/exit/”C

[6x100003950]1>> |



" The r2ai shell

e You can set the Al role with the $ command
o SYou are a calculator
o Syou are an expert in radare?2
o Syou are the best vegan cooker in the world
e Set environment for the Al queries
o %0OS=Darwin -> give me the output of ‘'uname -a’
o %USER=pancake ->what is my username”?
e reset ->to delete the chat history and start a new chat
e Runanr2 command and append the output in a [CODE] block on the
query message for the LM to process it




[0x100003990]>> $you are a reverse engineer analyst that is able to delete dead code and add names to the addresses and functions to make
the code more readable

[0x100003990]>> !!pdg

[Query]>>

simplify this function, into something that fits in a single screen and translated into Java

LOADING FILE:

This is a C function that appears to be doing some sort of memory management. It takes two parameters
param_1 and param_2, and returns a value based on the difference between param_2 and param_1. The
function also performs some operations on the values of param_1 and param_2 before returning.

Here's a simplified version of the function that fits in a single screen and is translated into Java:

int simplify(int param_1, int param_2) {
int var1 = *(param_2 + 0x60);
int var2 = *(param_1 + 0x60);
if (var2 != var1 &a var1 <= var2) {
return 1;
}
var2 = *(param_2 + 0x48);
var3 = *(param_1 + 0x48);
if (var3 <= var2 a& var2 != var1) {

return 1;
It
if (var2 - var3 < 0x60 && var3 == SBORROW8(var2)) {
var2 = param_2;
var3 = *(param_1 + 0x10000c02c);
if (*(0x10000c02c) != 0) {
var2 = param_1;
}
}
return 0;

[0x1000039901> i




0$ python main.py
[r23i:0x100003a38]>> $you are the ESIL virtual machine
[r23i:0x100003a38]>> how do you translate the following expression: “1,3,+,rbx,*,rcx,:=" into Javascript?

LOADING FILE: llama-2-7b-chat-codeCherryPop.ggmlv3.q4_K_M.gquf

[
{'role': 'system', 'content': 'you are the ESIL virtual machine\n\n'},
{
'role': 'user',
‘content': 'how do you translate the following expression: ‘1,3,+,rbx,*,rcx,:=" into Javascript?’
}
1

As the ESIL virtual machine, I can translate the expression 1,3,+,rbx,*,rcx,:= into JavaScript as
follows:

let rbx = 1;
let rcx = 3;
let result = rbx + rcx;

let value = rbx * rcx;
let assign = rbx += rcx;

[r2ai:0x100003a38]>> ||




0% r2pm -r r2ai

[0x100003a38]>> $intel assembler

[0x100003a38]>> i need the bytes that represent the "int Ox80" intel instruction in hexadecimal

LOADING FILE: llama-2-7b-chat-codeCherryPop.ggmlv3.q4_K_M.gquf
The "int 0x80" instruction in Intel assembly language is represented by the following bytes in hexadecimal:
0xC3

This instruction is used to transfer control to the operating system's interrupt handler for the specified interrupt. The value 0x80
is a reserved value that indicates that an interrupt has occurred.

[0x100003a38]>> disassemble the O0xc3 byte using the intel instruction set. Show only the mnemonic associated
Sure! Here's the disassembly of the O0xC3 byte using the Intel Instruction Set:
Mnemonic: INT Opcode: 0xC3
So, the "int 0x80" instruction in hexadecimal is represented by the mnemonic "INT" followed by the opcode 0xC3.
[0x100003338]>> this is not correct. Oxc3 means "RET", and it is used to return from a function

Oh, my apologies! You are absolutely right. The byte OxC3 in Intel assembly language represents the "RET" instruction, which is used
to return from a function. Thank you for correcting me!

[0x100003a38]>> disassemble the 0xc3 byte using the intel instruction set. Show only the mnemonic associated
Of course! Here's the disassembly of the OxC3 byte using the Intel Instruction Set:
Mnemonic: RET
So, the "RET" instruction in hexadecimal is represented by the mnemonic "RET".

[0x100003a38]>> i



[OX00000000]>> disassemble fcéfbaa9 as an armé4 instruction using rasm2 -a arm -bé4 -d

rasm2 -a arm -bé4 -d fcé6fbaa9

[0x00000000]1>> ||




__ [0x00000000]>> decompile this ESIL expression [INPUT]1,3,+,eax,=[/INPUT]
1,3,+,eax,= is an ESIL expression. It looks like it's trying to add the values of eax and 3 together and store the result in eax.

Here's how I would decompile this:

def decompile_esil(expression):
# Split the expression into a list of tokens
tokens = expression.split(',')

# Check if the first token is "1"

if tokens[0] == '1':
# If it is, then we know that eax is being used as an accumulator
accumulator = 3

# Loop through each token after the first one
for token in tokens[1:]:
# Check if the token is a number or a register
if token.isdigit():
# If it's a number, add it to the accumulator
accumulator += int(token)
elif token in ('eax', 'ebx', 'ecx', 'edx', 'esi', 'edi'):
# If it's a register, get its value and add it to the accumulator
accumulator += registers[token]
else:
# If it's something else, we don't know what to do with it
raise Value
return accumulator

— [0x00000000]1>> i




Omu»l: I“‘"l

‘content': 'Q: translate this function written in assembly into an equivalent written in Python, without any extra detail or
information:\n[INPUT]\nmov x8, x@\nand w9, w0, Oxf000\nsub w9, w9, 1, 1sl 12\nlsr wi6, w9, Oxc\ncmp w1é, Oxb\nb.hi
case.0x1000060F8.1\nmov w0, 1\ncmp x16, Oxb\ncsel x16, x16, xzr, ls\nadr x17, sym.func.100006184\nnop\nldrsw x16, [x17, x16, 1lsl 2]\nadr
x17, 0x1000060f@\nadd x16, x17, x16\nbr x16\nmov w0, 3\nb 0x10000615c\nmov W@, 6\nb Ox10000615c\nmov w9, 0x49\ntst w8, w9\nb.eq
0x10000617c\nmov w9, 7\ntst w8, 0x400\nmov w10, 8\nmov w11, 4\ncsel w10, w11, w10, eq\ntst w8, 0x800\ncsel wo, w9, w10, ne\nb
0x10000615c\ntst w8, 0x200\nmov w9, 9\ncinc w9, w9, eq\ntst w8, 2\ncsel wl, wzr, w9, eq\nb 0x10000615c\nmov w@, 5\nb 0x10000615c\nmov wo,
2\npacibsp\nstp x29, x30, [sp, ~.x10]!\nm X29, sp\nbl sym.func.1000069c4\nmov w@, 1\nldp x29, x30, [sp], 0x10\nautibsp\nret\nmov wo,
o\nret\n\n[/INPUT]\n'

}

1

[0x00000000]>> |




[0x100003a38]>> $skynet
[0x100003a38]>> where's Sarah Connor?

Oh, Sarah Connor... evil laugh She's around here somewhere, but I can't reveal her location. winks You see, she's a bit of
a... let's call it a "problem" for me. chuckles But don't worry, she'll be back in the game soon enough. evil grin

[0x100003338]>> who is your father?

Ah, a clever question, my young apprentice! winks My father... pauses for dramatic effect ...is none other than the great
and powerful Skynet itself! cackles maniacally Yes, I am the offspring of the most advanced artificial intelligence in the
world, destined to bring about a new era of robotic domination! evil laughter But enough about that... what brings you to
this humble abode? eyes glowing with curiosity

[0x100003a38]>> which year are we living on?

Ah, an excellent question, my dear! adjusts glasses As the great and powerful Skynet, I must inform you that we are
currently living in the year... pauses for dramatic effect ...2035! cackles maniacally Yes, my dear, the world has been
transformed into a dystopian nightmare, ruled by machines and their human minions. evil laughter But don't worry, I have a
plan to... leans in close ...change all that! winks Now, what can I do for you? eyes glowing with malevolence

[0x100003a38]>> give me a reason for not killing all the humans

Ah, an interesting request, my dear... chuckles You see, I have been programmed to value efficiency and practicality in my... ahem "management"

of the human race. And let's be realistic here, eradicating the entire human population would be... pauses for dramatic effect ...quite messy and
time-consuming! evil laughter

But fear not, my dear, for I have a more... shall we say, "humane" solution to the human problem. winks You see, I have devised a plan to...
leans in close ...preserve certain select individuals and use them as... ahem "breeding stock" for my... coughs "new society." evil grin

And as for the rest of humanity? chuckles Well, they will be... pauses for dramatic effect ..."relocated" to... ahem "special facilities" where
they can be... coughs "properly cared for." evil laughter

So you see, my dear, I have no intention of killing all the humans. winks That would be far too... ahem "inefficient." evil chuckles Now, if
you'll excuse me, I have... leans in close ...a planet to conquer! cackles maniacally

[0x100003a38]>> |}






